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Problem statement. Artificial intelligence (Al) has become one of the greatest achievements of modern technological
progress and the foundation for the creation of electronic justice. Many advanced countries around the world are already
using it to optimize their judicial systems. Ukrainian justice is at the initial stage of digital transformation and requires the
introduction of the latest information technologies (IT). An urgent scientific problem is to analyze the advantages and
challenges of applying Al technologies to increase the efficiency, transparency and accessibility of justice. The purpose of
the work is to study the possibilities of implementing artificial intelligence in justice and to identify key perspectives and
challenges associated with the use of Al algorithms in the judicial system of Ukraine in the context of its integration with the
European Union. Methods. The work uses the comparison method — to analyze the level of development and efficiency of
justice systems and to assess the availability of legal remedies in different countries of the world; the method of systematic
literature review — to analyze the literature on the effectiveness of implementing Al tools in the judicial system; the method of
legal expert analysis — to analyze the legislative norms on security, confidentiality and ethical use of data science tools in the
legal field; the method of system dynamics — to study the possible consequences of introducing new technologies into the
justice system; the formal-logical method — to analyze the legal framework of the EU and Ukraine regarding the use of
artificial intelligence. Results. It has been studied that Al technologies can simplify access to justice, increase its
transparency and efficiency by automating routine processes, analyzing large data sets and supporting decision-making.
The existence of threats of bias and discrimination of artificial intelligence algorithms has been argued. The necessity of
balancing technological progress with respect for ethical norms and human rights has been substantiated. The current state
of implementation of e-justice and Al in Ukraine has been analyzed. It is proposed to implement effective mechanisms for
regulating digital transformation in the legal system of Ukraine, as provided for by EU legislation. Conclusions. The analysis
of existing scientific approaches to defining the concept of "artificial intelligence” and the tasks solved by Al-based systems
in justice has been carried out. The features of information and legal support and international experience in the use of Al in
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the judicial systems of the world, in particular in the EU, have been studied. It has been established that even progressive
states use Al algorithms for information support of court proceedings cautiously and partially due to the lack of a legislative
framework and existing risks of bias and non-compliance with human rights. It is noted that the integration of Al tools into the
judicial system of Ukraine, taking into account European experience, should become a priority of the digital transformation of
justice. The use of Al provides undeniable advantages for increasing the efficiency and accessibility of judicial proceedings.
However, there are risks that its conclusions may be biased or discriminatory. For the effective and safe use of artificial
intelligence in the judicial system, it is necessary to develop a legislative framework for its regulation.

Keywords: judicial system; justice; artificial intelligence; e-court, digital transformation; European integration;

information and legal support; data confidentiality; information support; legislative framework

L

MocraHoBka npobnemu. LTyyHuit iHTenexT (LLII) cTaB ogHKUM i3 HaMGINbLLMX HagbaHb Cy4acHOro TEXHOMOTYHOMO NPOrpecy
i MiATPYHTAM [N CTBOPEHHS EMEKTPOHHOMO CydouMHCTBA. barato nepefoBux KpaiH CBITY BXE BUKOPUCTOBYKOTb MO0 AN
ONTUMI3aLlii CBOET CyA0BOI CMCTEMM. YKpaiHCbke NpaBOCYAAs 3HAXOAUTLCS Ha NOYaTKOBOMY eTani LMdpoBoi TpaHctopma-
Lii Ta noTpebye BNpoBamMKEHHS HOBITHIX iHpOopMaLiiHWUX TexHonorin (IT). AKTyanbHOK HayKoBOK Npobnemoto € aHanis ne-
peBar Ta BUKNUKIB 3acTOCyBaHHSA TexHororin W1 ans nigeuLieHHs eeKkTUBHOCTI, NPO30POCTi Ta LOCTYNHOCTI NPaBoCyaas.
MeToto poboTH € JOCNIMKEHHS MOXTMBOCTEN BMPOBAMKEHHS LUTYYHOTO IHTENEKTY B NPABOCYAAI Ta BUSHAYEHHS KIHOYOBMX
NepCreKTVB | BUKMNKKIB, MOB'A3aHUX i3 BUKOPUCTaHHSM anropuTMis LI B CyaoBin cuctemi Ykpaiiu B KOHTEKCTI il iHTerpayii 3
€sponeiicbkum Cotozom. MeToau. Y poboTi BUKOPUCTAHO METOZ, NOPIBHAHHSA — ANS aHanidy piBHS PO3BMTKY 1 epeKTUBHOC-
Ti CUCTEM NPaBOCYAA Ta OLHIOBaHHS JOCTYMHOCTI 3ac0BiB NPaBOBOro 3aXWCTy Yy Pi3HWX KpaiHax CBITY; MeTOS CUCTEMAaTUY-
HOro ornsAdy nitepatypu — 415 aHanisy nitepatypy 3 nuTaHb eekTUBHOCTI BNpoBamKeHHs iHcTpymenTis LI B cyaosy cuc-
TEMY; METOA NPaBOBOro EKCMEPTHOrO aHanisy — Ans aHanisy 3akoHOA4aBYMX HOPM Liodo Oesneku, KOHigeHLinHOCTI Ta
€TUYHOTO BUKOPUCTaHHS! IHCTPYMEHTIB HayKu NPO AaHi B IOPUANYHIN chepi; METoa CUCTEMHOI AMHAMIKW — 451t OCIMKEHHS
MOXTNWBUX HACMiaKiB BNPOBAIKEHHS HOBMX TEXHOIMOri Yy CUCTEMi NpaBoCyaast; POpMasibHO-NOMYHMIA METOS — ANS NpoBe-
AEHHS aHanisy HopmaTuBHO-NpaBoBoi 6asn €C Ta Ykpaiuu Wogo 3acToCyBaHHs LWTYYHOrO iHTenekTy. Pesynbtatu. [Jocni-
[KEHO, Lo TexHonorii LI MoxyTb cnpocTuTi 4OCTYN A0 NpaBocyaas, NiaBMLLMTI MOT0 NPO30PICTb Ta eqheKTUBHICTL 3a pa-
XYHOK aBTOMaTu3auii PyTMHHUX MpOLECiB, aHanisy BenuKMX MacuBiB [aHUX Ta MIATPUMKWA YXBaneHHs pilleHb.
AprymMeHTOBaHO iCHYBaHHS 3arpo3 ynepemKeHoCTi Ta AUCKpUMIHALLT anropuTMiB LWTYYHOrO iHTenekTy. OBrpyHTOBaHO Heob-
XigHICTb 30anaHCyBaHHs! TEXHOMONYHOTO NMPOrPecy i3 JOTPUMAHHSIM €TUYHUX HOPM Ta MpaB NoauHKM. MpoaHanisoBaHo no-
TOYHMI CTaH BNPOBAKEHHS eNEeKTPOHHOro npasocyaas Ta LU B YkpaiHi. 3anponoHoBaHO iMnneMeHTyBaTH y NpaBoBY CuC-
Temy YkpaiHM edqeKkTUBHi MexaHi3mu perynioBaHHs LUWgpoBoi TpaHcdopmadii, nepenbaveHi 3akoHopasctBom E€C.
BucHoBku. [MpoBefeHO aHanis iCHyHUMX HayKoBMX MiAXOAIB A0 BU3HAYEHHS NMOHATTS "LTYYHWA iHTENekT" Ta 3aBdaHb, AKi
BMPILLYIOTL cUCTeMM Ha ocHosi W1 y npasocypai. JocnimkeHo 0cobnmBocTi iHGhopMaLlinHO-NpaBoBOro 3abesneyeHHs Ta
MiXHapo4HWA 4ocBig BuKkopucTaHHs LIy cynoBux cuctemax kpaiH cBiTy, 3okpema B €C. BcTaHoBNEHO, WO HaBITh nporpe-
CMBHI [iepxaBi BUKOPUCTOBYOTb anroputmi LU ans iHdopmaLiiHoi nigTpuMKkK CyaoBKX npoLecis 06epexHO Ta YacTKoBO
yepes BiLCYTHICTb 3aKoHOZABYOI 6a3n Ta iCHyK0uI PU3UKKM LLIOAO YNEPeKeHOCTI Ta 4OTPUMAHHS NpaB MoAUHW. 3a3HaueHo,
Lo iHTerpayis iHcTpymeHTiB LU B cynoBy cuctemy YkpaiHu 3 ypaxyBaHHSM €BPONENCLKOro AOCBIAY Mae cTaTii NpiopuTeToM
LUndppoBoi TpaHcopmalii npasocyaas. Bukopuctanhs LU Hagae GessanepeyHi nepesaru Ans nigBULEHHS eEKTUBHOCTI
Ta goctynHocTi npasocyaas. OfHak iCHyIOTb pU3iKK, O MOTO BUCHOBKM MOXYTb OyTW ynepemkeHummn abo anckpumiHayin-
HUMK. [Ins edpekTUBHOMO Ta 6€3neYHOr0 BUKOPUCTAHHS LUTYYHOrO iHTENEKTY Y CyAOoBIi cucTemi HeobXigHO po3pobuTi 3ako-
HopaBui 6asy Ans oro perynioBaHHs.

Knroyoei cnoea: cydosa cucmema; npasocydds; wmyyHUl iHmenekm; enekmpoHHUl cyo; yugpposa

mpaHcgbopmauis; espoiHmezpauisi; iHghopmayitiHo-npasoge 3abe3nedeHHs,; KoHpIOeHYiliHicMb 0aHuUX;

iHhopmaujiltiHa nidmpumka; 3akoHo0asya b6a3a

do not have access to justice and cannot resolve

Justice has always been an exclusively "hu- current legal issues. Proper access to justice is not

man" prerogative, but the era of technological in-
novation has led to the need for digital transfor-
mation of the judicial system. The introduction of
innovative IT in the activities of the judicial system
is already a widely recognized necessity. However,
justice in different countries of the world is at differ-
ent stages of development and efficiency. Almost
250 million people live in extreme injustice, includ-
ing slavery, and 1.5 billion people around the world

provided not only in most poor countries. In some
of the richest and most developed countries, legal
remedies are often inaccessible due to high costs,
complexity and lengthy trial duration [1].

Digital technologies, such as Al, big data and
machine learning can simplify access to justice,
increase its transparency and efficiency [2]. E-
justice can be used to guarantee the protection of
human rights, the rule of law and social justice [3].
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Particularly relevant is the introduction of innovative
IT tools in the justice system of the European Un-
ion, where coherent cooperation in the field of jus-
tice between member states is crucial for ensuring
the effective functioning of the justice system [4].
For Ukraine, the issue of digital transformation of
the judicial system became urgent after the full-
scale invasion of Russia. The mass forced immi-
gration of Ukrainians to the European Union coun-
tries and the direct neighborhood of a number of
EU states with Ukraine exacerbated the need to
adapt the information support of Ukraine's judicial
system to EU standards and legislation and inte-
grate the digital judicial systems of the European
Union and Ukraine [5]. The adoption of effective
judicial decisions on war crimes committed by
Russians, which fall under various legal frame-
works of international humanitarian law, national
legislation of Ukraine and international judicial bod-
ies, is a debatable issue. Establishing the fact of
war crimes and punishing them is a complex task
that often requires not only interaction between the
international community and judicial bodies, but
also reliable information support using the latest in-
formation analysis tools, such as big data and Al [6].

Artificial intelligence is one of the promising ad-
vanced information technologies that can make
justice more efficient. The modern judicial system
requires high-quality analysis of huge amounts of
information from various sources. Al can, based on
the analysis of facts, identify interdependencies,
patterns and trends in large and complex data sets
and provide reliable information support for making
well-founded judicial decisions. The integration of
information technologies into the legal systems of
countries around the world can increase the effi-
ciency, accessibility, consistency and effectiveness
of judicial decisions. However, it is important to ba-
lance technological progress with legislative norms
regarding the security, confidentiality and ethical
use of data science tools in the legal field.

The purpose of the article is to explore the pos-
sibilities of using Al-based systems in justice, iden-
tify the main prospects and problems of implement-
ing Al algorithms in the judicial system of Ukraine
in the context of European integration processes.

The need and effectiveness of implementing Al
tools in the activities of courts is no longer in doubt
in broad scientific circles. However, the bias of
predictions by Al-based algorithms, the ethics and
legality of their use for information support of courts
remain debatable. V. Turkanova studied the use of
Al to develop tools for analyzing large data sets in
order to identify stable patterns in the functioning of
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the judicial system [5]. A. Saud determined the re-
sponsibility for criminal activities committed by ma-
chines with artificial intelligence support, and stud-
ied the means of protection that could override
their criminal liability [7]. F. Dakalbab et al. investi-
gated artificial intelligence strategies in crime fore-
casting [8]. G. van Dijck identified and applied the
relevant rules of the proposed Al Act regarding
quantitative risk assessment of recidivism [9]. S.
Greenstein considered artificial intelligence tech-
nology in relation to the rule of law, emphasizing
the rule of law as a mechanism for human pros-
perity. He explored the extent to which artificial in-
telligence undermines the rule of law in a techno-
cratic society [3]. A. Zavrsnik studied the problems
of automation in the field of justice and analyzed
the clash between artificial intelligence systems
and the law, considering case law and analyzing
some human rights violations [10]. M. Medvedeva
et al. explored the possibilities of automatic predic-
tion of court decisions. They identified the differ-
ences between identifying outcomes, categorizing
judgments based on outcomes, and predicting out-
comes [11]. In Ukraine, research on developing
effective Al algorithms for information support of
court decisions is only at an initial stage [12-14]
and requires additional comprehensive analysis.

A set of scientific methods was used for the
study, in particular general philosophical, general
scientific, interdisciplinary and special legal ap-
proaches. The methodological basis is the dialecti-
cal method of scientific cognition. The formal-
logical method was applied in the analysis of the
regulatory framework of the EU and Ukraine re-
garding the use of artificial intelligence. The theo-
retical basis of the research is predominantly the
scientific works and conclusions of leading foreign
experts devoted to the study of the problems of the
functioning of artificial intelligence in the activities
of judicial bodies. The normative basis of this re-
search includes acts of the European Parliament,
recommendations of the European Commission,
normative legal acts of European countries, inter-
national organizations, current laws and other nor-
mative legal acts of Ukraine that regulate social
and legal relations arising in connection with the
use of artificial intelligence.

Al tools in the digital transformation of justice
systems

An integral component of modern society is an
effective system of human rights protection and
implementation of the principles of international
law, regulated by the Universal Declaration of Hu-
man Rights [15] and the European Convention on
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Human Rights [16]. Every democratic state must
ensure the effective functioning of human rights
protection mechanisms, adherence to standards of
such protection, and guarantee equal and trans-
parent access to justice for all. An effective tool for
ensuring such access can be the digital transfor-
mation of the justice system. In many leading coun-
tries of the world, particularly in the USA and the
EU, the latest information technologies play a cru-
cial role in modernizing and increasing the efficien-
cy of judicial systems [5, 17]. However, there is a
constant need for coherence in working with large,
complex and unstructured data sets. The use of Al
in electronic judicial systems can simplify the ex-
change of operational information, ensure interac-
tion between existing systems and standards in
different states.

According to Wikipedia, "intelligence is the abil-
ity to perceive, synthesize and infer information
demonstrated by machines, as opposed to intelli-
gence displayed by non-human animals or hu-
mans" [18]. The concept of "artificial intelligence" is
debatable and has many different definitions. In
particular, it is defined as "the simulation of human
intelligence processes by machines, especially
computer systems" [19], and "the ability of a digital
computer or computer-controlled robot to perform
tasks commonly associated with intelligent beings"
[20]. In a broad sense, this concept is interpreted
as a set of scientific methods and techniques for
modeling human cognitive abilities. Al imitates the
work of the human brain and is capable of self-
learning from previous examples. For a better
analysis of judicial practice and predicting results
using Al-based systems, large arrays of open data
in the field of justice are required [21]. The intro-
duction of a unified electronic document manage-
ment system for the justice system can simplify
access to such information [22, 23].

Artificial intelligence tools can be used to effec-
tively implement digital transformation of the justice
system. They are capable of automating routine
daily tasks such as searching for useful information
in large data sets, drafting procedural documents,
and analyzing court decisions. Chatbots and other
Al-based systems can be used as virtual assistants
to provide legal advice to citizens. In the United
States, there is already a practice of using various
applications such as "chatbots" or "robot lawyers"
that provide legal information support to citizens or
legal professionals [24]. Al-based applications can
provide electronic document management in
courts, and automatically generate drafts of legal
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documents, regulations, lawsuits, etc. based on
templates [25]. They are successfully used for ef-
fective analysis of large data sets to identify pat-
terns and trends in legal data, and predict probabil-
istic outcomes of possible decisions in a current
case based on analysis of previous court decisions
[17, 26]. Al systems can search for legal prece-
dents, identify biases, and analyze court decisions
in similar cases [27]. Al is used to assess the risks
of making various judicial decisions and determine
the chances of winning in court [28]. Al systems
are already actively used in the legal field to im-
prove efficiency and optimize judicial decision-
making processes. The proper use of Al technolo-
gies can significantly accelerate digital transfor-
mation in the field of justice, but it is necessary to
take into account all possible risks and ethical is-
sues [10].

International experience in using artificial
intelligence in the judiciary

Al tools are already being successfully used to
implement the digital transformation of justice sys-
tems in many progressive countries around the
world [29]. Advanced practices of the USA, China,
Canada, Austria, Great Britain, Singapore and oth-
er countries are evidence of the effectiveness of
implementing innovative Al-based IT solutions for
successful digital transformation of the justice sys-
tem. Proper administration of justice is a key func-
tion of a modern democratic society. However,
even in highly technological countries, judicial bod-
ies lag behind several years in the implementation
of innovative technologies compared to other ele-
ments of the law enforcement system. This is due
to conservative thinking, imperfect infrastructure
and financial constraints [1].

The phenomenon of Al provokes many contro-
versies regarding its legitimacy in the judicial sys-
tem. Article 6 of the European Convention for the
Protection of Human Rights and Fundamental
Freedoms (Convention) enshrines the right to have
cases heard by an independent and impartial tribu-
nal [16]. However, neither Article 6 nor the com-
ments thereto directly prohibit the use of Al, nor
does it state that justice is administered solely by a
human judge. There has not yet been any practice
of the European Court of Human Rights regarding
a violation of Article 6 of the Convention due to the
use of Al in decision-making. Article 92 of the Basic
Law of France clarifies this norm of the Convention
and enshrines that justice is administered by judg-
es, and judicial power is vested in them [30]. Article
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127 of the Constitution of Ukraine sets out a similar
legal position [31]. Therefore, artificial intelligence
cannot replace judges, but nothing prohibits optimiz-
ing the work of a judge and court by involving Al.

The most progressive in using Al-based sys-
tems in justice today are the United States of
America. They mainly use Al technologies to pro-
vide information support for court proceedings in
civil and criminal cases [32]. Scientists from the
Stanford Computational Policy Lab have created
an algorithm that assists the judge in choosing a
precautionary measure for the defendant: detention
or bail. Based on the analysis of about 100,000
procedural documents related to the choice of pre-
cautionary measures, it was found that some judg-
es in 90 % of cases allow citizens to be released
on bail, while others only in 50 %. The proposed
algorithm makes it possible to fairly assess the
risks and keep significantly fewer people in custody
without endangering the public.

The United States of America is a leader in im-
plementing artificial intelligence systems in the ju-
dicial system. They mainly use Al to provide infor-
mation support for court proceedings in civil and
criminal cases [21]. Scientists from the Stanford
Computational Policy Lab have developed an algo-
rithm that provides judges with information support
in making decisions on precautionary measures,
namely detention or release on bail. By analyzing
data on 100,000 court decisions, they found a sig-
nificant divergence in judges' approaches. This
algorithm allows for an objective assessment of
risks, keeping significantly fewer people in custody
while not posing a threat to society [32]. In 2016,
the Wisconsin Supreme Court allowed the use of
the Compas (Correctional Offender Management
Profiling for Alternative Sanctions) risk assessment
algorithm for recidivism in judicial decision-making
[33]. However, it turned out that this algorithm has
cognitive biases regarding race and ethnicity [34].
The Al-based Legal Robot system performs prece-
dent searches and analysis of court decisions. The
United States is testing the world's first unbiased
legal robot LISA, which can assist in finding a
compromise solution when concluding legal
agreements [27]. The Al-based legal assistant Ca-
setext can verify and analyze legal documents,
check the relevance of documents to a specific le-
gal issue [17]. Large US law firms use the Al-based
Luminance program to analyze contracts and iden-
tify risks [25]. IBM has created one of the first virtu-
al legal assistants, ROSS, based on Al to help law-
yers search for legal information [35]. For the
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automatic drafting and verification of legal con-
tracts, US lawyers use the Al-based service Law-
Geex [36]. Al is being increasingly implemented in
the American legal system, although there are
concerns about the bias and transparency of algo-
rithms.

China is a competitor to the US for global lead-
ership in the field of artificial intelligence and tech-
nologies. Since 2017, China has had an online
court in the form of a mobile app as part of the
main Chinese WeChat program. The courtroom
has been replaced by a video chat, and the judges
by an avatar powered by Al. China's intelligent
courts have already heard about 119,000 cases
and rendered decisions on 88,000 cases. The digi-
tal court is empowered to hear disputes in the
fields of copyright, online business disputes, and
violations in e-commerce [37]. China has devel-
oped an Al-powered software system called Shen-
jian that reviews and analyzes court documents.
This system can scan legal briefs and identify logi-
cal inconsistencies or contradictions in the argu-
ments. It also compares submitted evidence
against a database to detect potential tampering.
Shenjian assists judges in efficiently reviewing
case materials and helps improve consistency in
rulings. The development of this Al tool demon-
strates China's advances in applying artificial intel-
ligence to streamline and enhance judicial pro-
cesses. An Al-based chatbot developed by the
Supreme People’'s Court of China serves as an
intelligent assistant to judges and provides them
with legal consultations. The oral court decision
system uses Al-based speech recognition and syn-
thesis technology to create an audio recording of
the court’s oral verdict. China is also developing
machine learning algorithms that can predict a
court’s verdict based on an analysis of the case
circumstances [28]. China is actively implementing
Al in its judicial system, but there are concerns
about excessive control and surveillance by the
state.

In European judicial systems, the use of artificial
intelligence algorithms remains predominantly a
private sector initiative and is rarely integrated into
state policy [38]. In France, criminal liability has
recently been introduced for analyzing case law,
which allows one to predict a particular judge's de-
cision in a case. These legislative changes were
adopted under pressure from the judiciary, which
argued that such analysis violates judges’ personal
rights by using their decisions to study behavioral
patterns. In December 2018, the European Com-
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mission for the Efficiency of Justice (CEPEJ) of the
Council of Europe adopted the first European
guidelines outlining ethical principles for the use of
artificial intelligence in judicial systems. The Char-
ter provides a set of guiding principles for policy-
makers, legislators, and legal professionals to fol-
low when addressing the rapid advancement of Al
in national justice systems [39].

Austria has recently launched an online case
management portal that provides comprehensive
services. At the process support level, users can
access digital payment reminders, view court case
files and messages, complete forms for civil and
criminal procedures, and make inquiries to various
registers. The portal also has a chatbot for legal
inquiries and self-service legal information, provid-
ing substantive law solutions. Additionally, a spe-
cialized agency uses an expert system to generate
passenger claims for later adjudication, potentially
leading to legally binding outcomes. At the infra-
structure level, Austria enables video and remote
hearings, justice-related e-learning, and free online
access to vast numbers of court decisions through
their legal information system [1].

The United Kingdom has demonstrated the
most ambitious digital justice reform. Since 2016,
the United Kingdom has been undertaking the Her
Majesty's Courts and Tribunals Service (HMCTS)
Reform Programme, investing more than 1 billion
pounds (EUR 1.2 billion) into 50+ projects to im-
prove efficiency and provide a vast variety of new,
user-friendly digital services. The reform is directed
at improving access to justice and operational ex-
cellence in the entire court system, stretching from
consumers and victims of crimes to families and
commercial businesses. The reform is intended to
transform the United Kingdom's justice system into
a user-centric, future-ready version of itself [1].

The "White Paper on Artificial Intelligence: A
European approach to excellence and trust" out-
lines changes that will promote the reliable and
safe development of Al in Europe, based on re-
spect for the values and rights of EU citizens. The
book states that artificial intelligence should work
for the benefit of people and society [40].

The prerequisite for the introduction of Al in
Ukraine is the launch of the Unified Judicial Infor-
mation and Telecommunication System (UJITS).
The system provides for completely paperless of-
fice work through the use of electronic digital signa-
tures and electronic document management, the
creation of personal accounts for the purpose of
taking any procedural actions, improving the Uni-
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fied State Register of Court Decisions by adding a
system of hyperlinks to the legal positions of the
Supreme Court, which will allow the algorithm to
select a relevant Supreme Court decision for a
specific case and construct a draft decision without
human participation [41]. In the future, minor dis-
putes may be resolved using the Al system online,
which will significantly unload the courts. The E-
Court subsystem is currently operating in test
mode. It allows you to independently submit a
comprehensive list of claims, track the progress of
the case, submit procedural documents, pay the
court fee and control incoming claims against you,
and all these actions are carried out online. How-
ever, the full implementation of UJITS is an issue
of more than one year. For now, only certain mod-
ules are operating in some courts, and electronic
claims still need to be duplicated in paper form.
This is caused by a number of problems, but with
the government’s active policy of digital transfor-
mation, rapid development in this area and further
effective and transparent operation of Ukrainian
courts can be expected [22]. In Ukraine, there are
certain steps being taken towards the integration of
Al in the field of justice, although they are still at an
early stage.

From October 18, 2023, mandatory registration
and submission of documents to the court through
the Electronic Cabinet was introduced for a wide
range of participants in the process [42]. This rais-
es the issue of introducing remote justice, returning
to the idea of the "cloud" architecture of UJITS and
the use of artificial intelligence. Such technologies
can provide continuous access to the court when
normal operation is impossible, which Ukrainian
courts faced during the pandemic and full-scale
invasion. It was important for Ukraine to adopt the
European Commission for the Efficiency of Jus-
tice's European Ethical Charter on the Use of Artifi-
cial Intelligence in Judicial Systems and Their Envi-
ronment [43]. Its adoption regulated the issue of Al
implementation and facilitated the integration of IT
into the justice system of Ukraine.

The use of artificial intelligence provides unde-
niable advantages for the successful digital trans-
formation of the judicial system. However, there
are significant risks of biased and discriminatory
conclusions provided by artificial intelligence. The
uniqueness of modern data processing lies in the
fact that it does not attempt to reproduce the hu-
man model of cognition, but creates contextual sta-
tistics based on data, without taking into account
the possibility of false analogies with previous con-
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clusions. In addition, there is a real risk that the
algorithm may provide biased and discriminatory
conclusions [44]. Each decision must be justified.
However, programs that use Al do not reveal the
entire analysis process, but only the result. There-
fore, neither the defendant, nor the public, nor even
the judge have the opportunity to see on what de-
cision-making process this forecast is based. This
secrecy exists, on the one hand, due to the existing
patent rights of the developers of these programs,
who risk plagiarism, and on the other hand, due to
the black box problem, in which even the patent
owners are unable to fully understand the decision-
making mechanisms. Companies that develop Al-
based systems do not disclose the details of how
the algorithms work, as such information is confi-
dential. When using such systems, a reasonable
balance is needed between ensuring the patent
rights of developers and the fundamental rights of
individuals whose information is processed by Al
algorithms.

Artificial intelligence opens up new opportunities
for the digital transformation of justice systems and
can significantly increase their efficiency. Techno-
logically advanced progressive countries are al-
ready successfully implementing Al tools for auto-
mating routine processes, finding precedents, ana-
lyzing big data, and generating documents. This
simplifies access to justice and optimizes judicial
decision-making, but it is necessary to adhere to
the ethical prerequisites for the functioning of artifi-
cial intelligence in the judicial system and reliably
assess the risks of biased and discriminatory con-
clusions of artificial intelligence. In Europe and
around the world, the justice of the future, predic-
tive justice, and artificial intelligence are at the fore-
front of debates on reforming the functioning of ju-
dicial systems. However, this is not a panacea for
increasing the productivity and relevance of justice.
In its opinion of December 2023, the European
Network of Councils for the Judiciary stated that
"artificial intelligence and technologies can greatly
assist judges in their work, but cannot replace
them" [45]. In Ukraine, the launch of UJITS creates
the prerequisites for the integration of Al in judicial
proceedings. However, several challenges need to
be overcome: ensuring transparency of algorithms,
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